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ABSTRACT

Reverse engineering of business process enables business process to be discovered and retrieved from
existing information systems, which embed many business rules that are not available anywhere else. These
techniques are especially useful when business process models are unavailable, outdated, or misaligned
because of uncontrolled maintenance. Reverse engineering techniques obtain well-designed business pro-
cesses, but these are often retrieved with harmful quality faults as a consequence of the abstraction. Cluster-
ing techniques are then applied to reduce these quality faults and improve the understandability and
modifiability of business process models. Regrettably, the most challenging concern is how to determine
the similarity between two business activities to be clustered. Formal ontologies help to represent the essen-
tial concepts and constraints of a universe of discourse and determine the similarity in accordance with the
given ontology. This paper shows how to compute and use the ontology-based similarity within a clustering
algorithm whose aim is to improve the quality of business process models previously obtained from legacy
information systems by reverse engineering. The principal contribution of this paper is the usage of an
ontology-based similarity function and its application to 43 business process models retrieved from four
real-life information systems. Copyright © 2014 John Wiley & Sons, Ltd.
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1. INTRODUCTION

Business processes are a valuable intangible asset for companies, allowing companies to manage their
daily operations and carry out changes in business goals to maintain their competitiveness [1]. From a
software engineering viewpoint, business process is also the starting point for obtaining the
requirements of new development projects or modernization projects [2]. Unfortunately, business
processes are sometimes unavailable or outdated, because of uncontrolled maintenance [3]. Reverse
engineering of business process enables business process to be discovered and retrieved from
existing information systems, which embed many business rules that are not available anywhere else
[4]. Those techniques can obtain well-designed business processes by inspecting source code.
Indeed, a common reverse engineering pattern that is often applied is ‘a callable unit – a candidate
business task’. Regrettably, these reverse engineering techniques lead to business process models
with some quality faults or bad smells related to the technical nature of the input information
systems (e.g., many fine-grained business tasks almost directly related to auxiliary callable units,
retrieval of redundant and non-relevant business tasks, and so forth). Clustering of business
activities of such business process models are recurrently applied to reduce these quality faults and
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improve the understandability and modifiability (see Figure 1). This paper proposes an agglomerative,
hierarchical clustering algorithm that trusts in ontologies to group business activities according to their
semantic similarity.

Over the last decade, there has been an increasing amount of interest in formal ontologies in the
conceptual modeling field. Conceptual modeling is a key discipline in computer science whose
principal objective is to identify, analyze, and describe the essential concepts and constraints of a
universe of discourse supported through a modeling language that is based on a set of basic
modeling concepts [5]. An effort that is targeted towards the usage of formal ontologies with the
purpose of concept modeling is termed as a domain ontology. The storage and management of our
knowledge of the world or of a specific domain is a very old endeavor [6]. The definition of
semantics and the distinction of entities in a certain domain is a common challenge in which
ontologies have normally been used to collect and manage these semantics in a formal way. The
term formal ontology is used to refer to an ontology defined by axioms in a formal language with
the goal to provide an unbiased view on reality.

Although formal ontologies help to depict semantics in specific domains, the practical usage and
computation of ontology concepts in some techniques and methods is challenging and is not well-
defined. In this sense, one of the most important challenges is the matching of an actual element
from the universe of discourse as regards elements previously depicted in a given formal ontology.
What is more, when the element is not found in the formal ontology, the way in which the most
similar element is figured out is a recurrent problem. Semantic similarity states how taxonomically
close two terms are, because they share some aspects of their meanings. Particularly, the assessment
of ontology-based similarity is a key task within clustering algorithms [7]. Clustering algorithms, as
applied within data and process mining methodologies, are devoted to building up a classification or
partition into coherent clusters from unstructured data sets [8].

This paper shows how to compute and use the ontology-based similarity within a clustering
algorithm in order to improve the quality of business process models, which depict an organization’s
operative workflow. The objective of the proposed technique is to restructure and reduce fine-
grained elements of business process models that have been obtained beforehand via the reverse
engineering of information systems (Figure 1). The main contribution of this paper is twofold: (i) it
first provide a proposal to improve business process models recovered from legacy information
systems using an ontology-based clustering technique to support the noise reduction and quality
improvement of the recovered models; and (ii) the validation of such proposal by applying it to a set
of real case studies with four ontologies defined by experts.

The remainder of this paper is organized as follows. Section 2 presents the background of the
proposal presented in this paper by showing the relevance of a well-founded theoretical perspective.
Section 3 presents the clustering technique applied to business process models, which rely on
ontology-based similarity. Section 4 provides the experimental results obtained after conducting a

Figure 1. Business process clustering to fix quality faults derived from reverse engineering.
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case study with four real-life information systems. Finally, Section 5 discusses our conclusions and
future work.

2. STATE-OF-THE-ART

This section shows the state-of-the-art related to the proposal in order to demonstrate the relevance of
the underlying theory. Firstly, Section 2.1 presents a similarity assessment based on formal ontologies,
in addition to some related works. Section 2.2 then introduces clustering techniques and their principal
algorithms, some of which employ ontology-based similarity functions, whereas Section 2.3 motivates
the problem of outdated and missing business process models, which are retrieved using reverse
engineering and are then enhanced with clustering.

2.1. Ontology-based similarity

According to Smith et al. [9], the term ‘ontology’ first appeared in the computer science field in 1967 in
a data modeling work by S. H. Mealy, in which the author differentiated three realms in the field of data
processing: (i) the real world itself; (ii) ideas about it that exist in the minds of men; and (iii) symbols
on paper or some other storage medium. Studer et al. [10] define an ontology as a formal, explicit
specification of a shared conceptualization. An ontology can therefore be considered as both a
formal explicit description of concepts in a domain of discourse (called classes or concepts) and the
relationships between these concepts [11], that is, it is a mechanism with which to represent the
semantics of a specific domain. On the one hand, the term formal ontology is used to refer to an
ontology defined by axioms in a formal language with the goal to provide an unbiased (domain- and
application-independent) view on reality, which can help the modeler of domain-specific ontologies
to avoid possibly erroneous ontological assumptions. Usually, ‘formal’ also refers to the fact that the
ontology is machine-readable. On the other hand, the ‘shared’ term reflects the notion that an
ontology captures consensual knowledge, that is, not a personal view of the target phenomenon of
some particular individual, but one accepted by a group.

The similarity function uses ontologies provided by domain experts to determine the semantic
similarity between two terms in relation to a common semantic reference. Ontologies are therefore
designed to be used in applications that need to both process the content of information and reason
about it, rather than simply presenting information to humans [7]. As a result, formal ontologies
appeared in a way that was similar to that in which formal logic began. Although formal logic deals
with formal logical structures (e.g., truth, validity, and consistency) independently of their veracity,
formal ontologies deal with formal ontological structures (e.g., theory of parthood, types and
instantiation, identity, dependence, and unity), that is, with formal aspects of entities, independent of
their particular nature [5].

Several languages with which to represent and manage ontologies have been proposed with the
objective of achieving machine-readable ontologies. Many authors consider the Web Ontology
Language (OWL) [12], as proposed by the World Wide Web Consortium, to be the de facto
standard. This proposal uses OWL to define and handle formal ontologies.

Most data mining processes, and clustering in particular, require the evaluation of data attributes to
detect the degree of alikeness between records or individuals. Unlike numerical data, which can be
directly and easily manipulated and compared by means of classical mathematical operators, the
processing of qualitative data is a challenging task [7]. Words are labels that refer to concepts,
which define their semantics. The objective of semantic similarity science [13] is to estimate the
alikeness between words or concepts by discovering, evaluating, and exploiting their semantics.
Because semantics is an inherently human feature, methods with which to automatically calculate
semantic similarity rely on evidence retrieved from one or several manually constructed knowledge
sources. The goal is to mimic human judgments of similarity by exploiting implicit or explicit
semantic evidence [7].

Semantic similarity states how taxonomically close two terms are, because they share some aspects
of their meanings. For example, human and dolphin are similar because they are mammals. The
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computation of semantic similarity has many direct and relevant applications. For instance, estimation
of the similarity between texts has been employed for classification and structuring purposes [14].
Applied domains such as biomedicine compute semantic similarity in several scenarios, such as
computer vision approaches [15] or the discovery of similar protein sequences [16]. Semantic Search in
the context of the Semantic Web has of course been one of the common applications [17, 18]. In
particular, semantic similarity computation is often employed together with a vast amount of clustering
or classification techniques, which are introduced in the following section.

In comparison with semantic similarity based on ontologies, previous similarity functions relayed on
structural or syntactic concerns. For example, the syntactic distance between two terms proposed by
Levenshtein [19], also known as the string-edit distance, computes the number of atomic string
operations needed to get from one string to another. The Levenshtein distance considers three atomic
string operations: removing a character, inserting a character or substituting one character for
another. This technique proved to be the most efficient in approximating string matching [20].
However, the result this kind of similarity function can offer against semantic ones is very limited.
Other structural similarity functions such as similarity flooding [21] checks pairwise similarity
among elements of two graph-based structures, which is then propagated to other elements.
Similarly to the Levenshtein distance, similarity flooding is not able to achieve high precision
without manual intervention by experts. It is due to these kind of similarity functions that ignores
domain-specific semantics.

2.2. Clustering algorithms

We currently live in a world full of data. Every day, people encounter a large amount of information
and store or represent it as data for further analysis and management. One of the vital means of
dealing with these data is to classify or group them into a set of categories or clusters. In order to
learn a new object or understand a new phenomenon, people always attempt to seek the features that
can describe it, and further compare it with other known objects or phenomena, based on their
similarity or dissimilarity, which is generalized as proximity according to certain standards or rules
[22]. This is the key motivation for clustering techniques.

Clustering is the cornerstone of many knowledge discovery and management methodologies in
which the classification or partition into coherent clusters from unstructured data sets is necessary [23].

Traditional clustering was originally developed in a statistical context, and was applied to numerical
data. However, textual data was also introduced, in which values are expressed through linguistic
labels or terms and are exploited in the form of categorical features or concepts [7]. Nevertheless, in
this context, categorical data is usually treated at a syntactic level, and comparisons between their
values have been limited to checking their equality or inequality. Unfortunately, a semantic
interpretation of terms is hardly ever carried out. Ontology-based similarity is therefore used in
combination with clustering algorithms to allow semantic equality/inequality to be evaluated
between different concepts and clusters.

A wide variety of clustering approaches and algorithms exist in literature [22]. This paper focuses on
agglomerative hierarchical clustering algorithms which recursively build a hierarchy of clusters by
following a bottom-up approach. One of these algorithms starts in its own cluster; the pair of
clusters with the highest similarity value is merged as one and is moved up the hierarchy.
Hierarchical clustering algorithms can use different kinds of functions to compute the semantic
similarity between clusters. Hierarchical clustering constructs a hierarchy of clusters that can be
organized in a tree structure. Each node of the tree, including the root, represents a cluster, and the
parent–child relationship among them enables different levels of clustering granularity to be explored.

Clustering methods have been practically applied in a wide variety of fields, ranging from
engineering (e.g., pattern recognition, mechanical engineering, and electrical engineering), computer
sciences (e.g., web mining, spatial database analysis, image segmentation, and privacy), medical
sciences (e.g., genetics, biology, microbiology, and pathology), to social sciences and economics,
among others. The following section introduces business process archeology as the scenario in
which a hierarchical clustering based on semantic similarity is carried out for enhancing business
process models that were retrieved by using reverse engineering.
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2.3. Business process archeology

Business processes are the sets of structured activities that are necessary to achieve given business
goals. Business process management is recognized as one of the most significant intangible business
assets involved in achieving competitive advantages and improving the quality of processes and
operations carried out by enterprises and organizations [1]. Most business processes in organizations
are supported by their enterprise information systems. Business process management is therefore
optimized when organizations also combine it with the management of their Legacy (existing)
Information Systems (LIS) [24].

Business process management helps organizations to address technological and organizational
changes which will consequently improve, or maintain, their competitiveness [25]. Unfortunately,
business processes are sometimes unavailable or outdated. Business processes may, on the one hand,
be unavailable, owing to the simple fact that the organization has never managed its business
processes. Business process representations may, on the other hand, be outdated and misaligned
with actual, daily operation [2]. This misalignment principally occurs because information systems
(which automate most business activities) evolve and get out of control as a consequence of iterative
maintenance overtime. In both cases, that is, unavailability and misalignment, it is necessary to
obtain actual business process descriptions.

From a software engineering viewpoint, business processes retrieved from LIS have several
advantages. LIS may continue to be modernized on more occasions thanks to mining techniques. A
recent study by the Software Engineering Institute states that it is first necessary to retrieve
embedded business knowledge in order to modernize systems in line with the organization’s
business processes [26]. Organizations can thus modernize their legacy information systems whilst
they align the new systems with their actual business processes. LIS are therefore evolved rather
than being immediately retired and the return of investment on such systems is improved. This is
because the lifecycles of these systems are extended, which saves costs as regards new
developments from scratch [27].

Business process mining [28] is a set of techniques whose objective is to discover business
processes from event logs recorded during system execution. However, in addition to process
mining techniques, there are also other types of reverse engineering techniques that focus on
software artifacts other than event logs. These reverse engineering techniques provide an alternative
mechanism, and retrieve business processes from traditional information systems rather than from
event logs. According to [4], these proposals are known as Business Process Archeology. Literature
contains several works dealing with business process archeology. For example, Di Francesomariono
et al. [29] consider GUIs of web applications for the discovery of business processes, whereas Cai
et al. [30] propose requirement reacquisition through the recovery of use cases by means of
interviewing the system’s users. The system is dynamically traced in accordance with these use
cases, and these traces are statically analyzed to recover business processes.

The nature of non-process-aware information systems entails five particular problems that introduce
noise into retrieved business processes [31], that is, deviations from the actual business processes: (i)
business process definitions are described implicitly in legacy code, so it is not obvious which events
should be recorded in the event log; (ii) there is often different granularity between the callable units
(invokable pieces of source code such as methods, function, and procedures) of an information
system and the activities of a business process; (iii) legacy code contains not only business
activities, but also technical aspects that have to be eliminated when a business process is retrieved
using reverse engineering; (iv) traditional systems do not explicitly define business processes,
signifying that their starts and ends have to be established; and finally, (v) the absence of process
awareness signifies that it is not obvious how business activities should be correlated in each
execution instance.

These problems often prevent techniques from obtaining complete and accurate business process
from traditional systems. These issues have been addressed in literature in various ways. For
example, some solutions combine the business expert’s information with heuristics in order to
address problems, (i) to (iv) shown earlier, which are related to the absence of certain information
[32]. Other solutions deal with the fifth problem and define algorithms, which rely on statistical
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indicators [33]. The common aspect of all of these solutions is that they are applied as a pre-processing
task or as a part of the reverse engineering techniques themselves.

Solutions that provide expert information before discovering business process models could
facilitate the reduction of noise. Nevertheless, noise remains critical in the business processes
discovered. Other noise reduction techniques therefore are applied after the business processes have
been obtained. These techniques have an advantage over those applied at the beginning, because
they can inspect processes directly and detect non-relevant parts related to noise problems. In this
respect, the objective of clustering algorithms is to produce enhanced business process models
(Figure 1), that is, with better levels of accuracy and completeness, which lead to a better
understandability and modifiability.

3. BUSINESS PROCESS CLUSTERING BASED ON ONTOLOGIES

The proposed clustering technique places business tasks in groups by following an agglomerative
hierarchical clustering algorithm. This algorithm recursively builds a hierarchy of clusters by
following a bottom-up approach. The clustering algorithm initially considers every business task as
an atomic cluster; the pair of clusters with the highest similarity value is merged as one and is
moved up the hierarchy. Hierarchical clustering constructs a hierarchy of clusters that can be
organized in a tree structure. Each node of the tree, including the root, represents a cluster, and the
parent–child relationship among them enables the different levels of clustering granularity to be
explored (Figure 2). Hierarchical clustering algorithms can use different functions to determine the
similarity between clusters. The proposed algorithm employs an ontology-based similarity function
focused on a semantic assessment of the business task labels, based on the idea of synonymous terms.

Figure 2. Agglomerative hierarchical clustering for business processes.
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Algorithm 1 formally presents how the agglomerative hierarchical clustering works. This algorithm
follows a bottom-up clustering strategy (Figure 2). The algorithm takes input as a business process
model, which is a tuple (T, D, G, E, F, A) in which T is a finite set of business tasks or activities; D
is a finite set of data objects; G is a finite set of gateways (i.e., choice elements to open or close
alternative branches in exclusive or inclusive way among other); E is a finite set of events (start, end
or intermediate events). F⊆ (T ∪ G ∪ E) × (T ∪ G ∪ E), is the set of sequence flows between tasks,
gateways or events; A⊆ (T ×D) ∪ (D ×T), is the set of associations between tasks and data objects.
Algorithm 1 generates a clustered model BPC, which is a tuple (TC, D, G, E, FC, AC) with sets TC,
FC, and AC modified regarding the original model.

All the tasks of a business process are initially atomic clusters (line 4), and the algorithm
successively combines them into bigger clusters. It then checks the similarity between all the pairs
of clusters for each of the iterations (lines 8 and 9). The pair of clusters that are most similar (lines
10–14) are grouped into a new cluster (lines 16 and 17), and the fine-grained clusters are removed
from the cluster list (line 18). The tasks involved in the new cluster are merged into a compound
task in the business process (lines 20–42).

Both of the clusters that represent two subprocesses are encapsulated in a compound business task.
The new cluster is then connected to other tasks in the business process by means of sequence flows
and associations. All the sequence flows that are adjacent to or an incident of any task of the
previous clusters become adjacent and incident sequence flows of the compound task (the new
cluster) (lines 25–33). Associations with object data are similarly modified in order to link the new
compound tasks with all the data objects related to the subgraph (lines 34–42).

The proposed algorithm has to be set up using experts’ information, which defines the thresholds for
clustering. The threshold of a clustering algorithm defines the stop flag of that algorithm, that is, when
the algorithm stops grouping similar clusters into a new one. Thresholds are often defined by using a
similarity value of between 0 and 1. For example, a threshold of 0.4 signifies that the algorithms will
stop when there is no pair of clusters with a similarity value above 0.4. The experts in charge of
defining these thresholds are business experts (together with systems analysts who know the nature
of the input source code). On the one hand, the business experts have to take into account the
occurrence of patterns such as the number of strongly connected components or the granularity of
data objects. On the other hand, the systems analysts can support the threshold definition by
providing information about the nature, domain, and platform of the input information system. The
definition of these thresholds is obtained from an iterative process in which experts continuously
monitor results after the usage of a certain thresholds. These thresholds are, however, often selected
in a heuristic manner at the outset, by considering benchmark values from similar domains. But it
should be noted that the selection of clustering thresholds is a research area itself in which much
empirical validation is necessary [34].

The proposed algorithm uses an ontology-based similarity function. The function searches for two
terms in a given ontology and calculates the semantic distance between them. Formal ontologies are
used by this algorithm as a mechanism with which to represent the semantics of a specific domain,
that is, the domain related to certain business process models. The similarity function uses formal
ontologies provided by domain experts to determine the semantic similarity between two terms in
relation to a common semantic reference. This approach was specially designed for formal
ontologies defined using OWL [12] because this specification follows an XML format, and OWL
ontologies can therefore be seen and treated as trees of concepts. However, in spite the fact that
ontologies and thesauri are not exactly the same [6], in this approach, OWL ontologies are
considered as a thesaurus tree, in which the root is the most generic concept defining a knowledge
domain. The root concept is specified into a set of child nodes representing more-specific synonyms.
The evaluation of the semantic similarity between two terms is consequently equivalent to
calculating the distance between two nodes in a tree.

The similarity function used by the clustering algorithm computes the similarity between two business
tasks by navigating the ontology tree until both task labels match with a class or concept in the ontology
tree. The similarity between both tasks is then equivalent to the distance between the three nodes.

The distance between two nodes N1 and N2 in a tree is affected by both the distance from N1 to the
lowest common ancestor (LCA) node, and the distance between LCA and N2. LCA is the common root
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of the sub-tree that contains both nodes. This path distance is not so useful for hierarchical structures
because it does not differentiate between the similarities of node pairs located at different depths of the
ontology. The distance between tree nodes is thus also affected by the depth of the LCA. The similarity
between two nodes is therefore the inverse of the distance (Eq. (1)), and is formally defined as the tree
node similarity [35]. In formula (1), ‘dis’ is a function that returns the number of arcs between a node
and one of its ancestor nodes; LCAij is the LCA of the nodes Ni and Nj; and ‘root’ represents the root
node of the whole ontology tree.

sim Ni;Njð Þ ¼ 1þ dis LCAij; rootð Þ
1þ dis LCAij; rootð Þ þ dis Ni; LCAijð Þ þ dis Nj; LCAijð Þ (1)

Figure 3 shows an example in an ontology defined for biologic organisms, which is used to compute
the similarity between a bird and a human. The LCA node for both bird and human is vertebrate in
accordance with the given ontology. The distance between LCA and the root is therefore 2, whereas
the distance between LCA and both nodes is 1 for bird and 2 for human. Having applied Eq. (1),
the similarity between both nodes (bird and human) is 0.5.

Algorithm 2 calculates the final sematic similarity value, which can be used in the agglomerative
hierarchical clustering defined in Algorithm 2 (line 8). This function estimates the similarity between
two clusters, which could be two atomic business tasks (at the beginning of the algorithm) or
combinations of atomic and compound business tasks (once two or more clusters have been
previously combined). Algorithm 2 calculates the similarity by comparing all the words involved in
both task labels (lines 2 and 3). The algorithm first calculates the sum of the similarities between all
the term pairs by means of the tree node similarity function (1) in accordance with the given
ontology (lines 4 and 5). Finally, the total similarity is normalized with regard to the maximum
number of words in one of the business tasks (line 8).

4. EXPERIMENTATION

In order to facilitate the usage of business process models retrieved from LIS within the software
engineering field, the proposed technique has been validated via an industrial multi-case study
involving four information systems: (i) a system devoted to university student enrollments; (ii) a
laboratory system for the water and waste industry; (iii) a system that supports the management and
simulation of decision tables; and (iv) a mobile healthcare application for diabetes patients. The case
study follows the formal protocol used to conduct case studies in software engineering proposed by
[36]. This protocol defines the following sections: research goals and questions, design and
variables, case selection, execution procedure, data collection, analysis and interpretation, and
threats to validity.
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A replication package is available online in [37], which contains an additional material in the
involved ontologies, all the business process models under study and the refactored ones and the
data sheets collected during the experiment.

4.1. Research goal and questions

The object of study is the clustering technique with which to reduce noise in business process models
retrieved using reverse engineering, and an improvement to their quality levels. The goal of this study
is to quantitatively evaluate the specific properties of the technique, such as the best thresholds, its
effectiveness, and scalability.

There are three main research questions as regards the research goal. Firstly, RQ1 attempts to figure
out the best thresholds by evaluating the effect of considering different threshold values during
clustering execution. Different thresholds, which work like stop flags, lead to differently clustered
business process models. The goal is to determine which range will obtain the best result. Secondly,
RQ2 deals with the effectiveness of the technique by testing whether the quality of business process
models really is improved after applying the clustering technique. Finally, RQ3 evaluates the
efficiency of the technique by testing its scalability to larger and more complex business processes.

RQ1. How does the clustering work as regards the different thresholds? (Thresholds).
RQ2. Can the technique improve the quality (in terms of understandability and modifiability) of the

business process models obtained from information systems using reverse engineering?
(Effectiveness).

RQ3. Is the technique scalable to large and complex business process models? (Scalability).

4.2. Design and variables

In order to answer the research questions, the study evaluates the related properties (best threshold,
effectiveness, and scalability) by analyzing all of the business processes modified after the ontology-
based clustering algorithm has been applied. Certain measures are evaluated to provide quantitative
answers to the proposed research questions.

The study is a multi-case study, because it considers various information systems. The study also
follows an embedded design [36], because each study focuses on several analysis units within each
single case. The analysis units are the various business process models retrieved from each LIS
using reverse engineering. Both the MARBLE technique and its respective tool [38] have been used
to retrieve business process from information systems. The sample used in the study consists of 43
business process models obtained from the four systems (with 9, 13, 13, and 8 models for each

Figure 3. Tree node similarity with reference to a particular ontology.
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system), which are considered to be the independent variable, that is, the measures defined will be
evaluated for each business process model. The dependent variables are a set of measures, which are
evaluated in order to answer the aforementioned research questions (see Table I).

Firstly, the number of clustered business tasks is considered in order to measure the clustering ratio
for each threshold used (RQ1). Because the behavior of business process models may also vary when
different threshold values are used, the study uses the four measures in combination with RQ1 to
evaluate RQ2. The objective of these measures is to quantify the effectiveness of the clustering
algorithm, that is, effectiveness relates to getting the right things done (Table I).

• Size. This is the number of nodes in a business process (i.e., the number of tasks, data objects,
gateways, and events). This measure is related to the clustering results, because a larger size
may be related to noise problems (e.g., many tasks retrieved erroneously). It is thus expected that
the size will decrease after the clustering algorithm has been applied.

• Density. This is the ratio between the total number of arcs (i.e., sequence flows and associations)
in a business process model and the theoretical maximum number of arcs (1). The maximum num-
ber of arcs in a graph of n nodes is (n · (n� 1))/2. Density is an indicator of noise problems, be-
cause a high density could indicate that a business process has been retrieved with many
redundant sequence flows and associations.

• Connectivity. This evaluates the ratio of the total number of arcs in a business process to its total
number of nodes (2). With regard to noise problems, low connectivity could indicate that a busi-
ness process has been retrieved without the necessary connections between tasks. The connectiv-
ity should be higher after the clustering algorithm has been applied.

• Separability. This is the ratio of the number of cut vertices (articulation points), that is, nodes that
solely connect two strongly-connected components, in relation to the total number of nodes in the
business process (3). A higher separability indicates that the business process has many noise
problems such as isolated tasks and smaller sub-graphs. This measure should therefore be lower
after the semantic clustering technique has been applied.

Finally, in order to answer RQ3 (Table I), which is related to the scalability of the clustering
technique, the study assesses how long it took to execute the clustering algorithm.

4.3. Case selection

There are four information systems under study. These cases were selected according to four criteria:

• C1, which guarantees that the LIS selected is an information system that supports an organiza-
tion’s business operation. This criterion discards, for example, embedded systems or real-time
control systems with specific-purposes, which do not necessarily support the respective business
organization’s business activities.

• C2, which ensures that the system chosen really is an LIS. This criterion considers the amount of
modifications (from the time at which the system was first released) that have altered the business
processes supported by the system.

• C3, which ensures that the system is not a toy program and it is in production currently.

Table I. Relationship between research questions and measures.

RQ Quality feature Measure Formula

RQ1 Best threshold Clustering ratio Number of clustered business tasks
RQ2 Effectiveness Size Number of nodes

Density Den ¼ 2 number of arcs
number of nodes number of nodes-1ð Þ (1)

Connectivity Conn ¼ number of arcs
number of nodes (2)

Separability Sep ¼ number of cut vertices
number of nodes (3)

RQ3 Scalability Clustering time Measured in milliseconds
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• C4, which guarantees that the system is a traditional (non-process aware) information system
based on the Java platform, because the reverse engineering tool for retrieving the sample of busi-
ness processes works especially with Java-based systems.

After evaluating several systems that were made available by partner companies and organizations,
according to the aforementioned criteria, four systems were selected for study. Table II shows the name
of each system, along with a brief description of it and the size of its source code in thousands of lines.

The four systems under study are traditional Java-based systems, that is, these systems do not
explicitly support the management of business processes. In fact, this kind of systems was
particularly desired during the selection procedure because of these systems are prone to produce a
high level of noise problems when reverse engineering techniques are applied to discover and
retrieve business process models. A high level of noise make it possible to have a good
understanding on how the clustering algorithm works.

4.4. Execution procedure

The multi-case study was executed in a finite set of steps, which was partially supported by a tool
specially developed to execute the proposed clustering algorithm.

After meetings between researchers and staff of both candidate, partner companies, the information
systems under study were finally selected according to the case selection criteria. At this point, the
business experts from partner companies were appointed. These experts provide the information
needed to define the domain-specific ontologies. Steps 2 to 4 were then repeated for each
information system.

1. Business processes were obtained from the legacy source code of the information system by
using reverse engineering. MARBLE tool [38] was used to retrieve business processes.
MARBLE follows the model-driven development principles, that is, it treats all the artifacts in-
volved as models and provides model transformations between models at different abstraction
levels. MARBLE implements a set of business patterns with which to transform pieces of source
code into sketches of business processes. The whole sample of 43 business processes is available
online in [37]. The values of all the measures were collected with original models before cluster-
ing. Size, density, connectivity, and separability were automatically computed by the tool. These
experts measured precision and recall by (i) identifying all the relevant tasks before examining
the business process model to then detect those relevant tasks that had not been retrieved; and
(ii) discarding tasks that were also retrieved but which were not relevant.

2. Business experts related to each information system defined formal ontologies in OWL in accor-
dance with the knowledge domain of their systems. They carried out this activity with the assis-
tance of the authors of this paper and by means of the Protege tool. These ontologies are available
online in [37]. Each system under study is clustered by using a particular domain-specific
ontology.

3. The business process models retrieved in step 2 were then used to apply the clustering algorithm
(cf. Section 3). The clustering algorithm was executed by using different similarity thresholds
(from 0.9 to 0.1). The respective measures were collected after each clustering had taken place.

Table II. Information systems under study.

Id Name Description Size (KLOC)

S1 University enrollments Supports university students’ self-enrollments
in various Spanish universities

26.7

S2 Villasante lab Manages a water and waste industry laboratory 28.8
S3 Magic table Creates, manages, and simulates decision tables

used to associate conditions with domain-specific actions
33.3

S4 Diabetes care An Android application for diabetes patients,
which analyzes blood (using an external device)
and suggests diet plans.

9.9
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The semantic clustering algorithm employed four different ontologies (depending on the partic-
ular domain), which were defined by business experts. Because of the space limitation, all the
source business process models as well as the clustered ones are available online [37] together
with the replication package. Anyway, in order to illustrate how the approach works, Figure 4
shows a source business process model and its respective clustered model. These business pro-
cess diagrams corresponds to the 30 model, which was obtained from the third system under
study. This source model was clustered with a threshold of 0.4. The original size was 25, which
was reduced to 6 after clustering. Density and connectivity, respectively, were 8 and 32 times
more than original values. Finally, separability was reduced to 15% with respect to the original
separability.

4. All of the key information related to the generation of business process models (step 2) and their
clustering (steps 3) was collected according to the data collection plan (cf. Subsection 4.5).

5. The data collected were then analyzed and interpreted in order to answer the research questions
(cf. Subsection 4.6).

4.5. Data collection

Both the data to be collected and their sources were defined before the case study commenced in order
to ensure repeatability. Table III shows the data concerning the application of the clustering algorithm
and presents (i) the number of the case under study (cf. Section 4.3); (ii) the similarity threshold
considered in each execution (between 0.9 and 0.1); (iii) the number of clusters obtained for a
particular threshold; (iv) the size of the business process; (v) the density of the process; (vi) the

Figure 4. Example of a business process model (top) and its respective clustered model (bottom).
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connectivity ratio; (vii) the separability; and finally, (viii) how long it took to execute the clustering
algorithm, which is specified in milliseconds.

Table IV summarizes the same information in columns. However, the rows represent the normalized
values for the means of the four systems. The means are calculated by means of a harmonic mean in
order to allow the differences between the four systems to be addressed.

4.6. Analysis and Interpretation

After data collection, the data analysis obtained the evidence needed to answer research questions RQ1
to RQ3, which are related to thresholds, effectiveness, and scalability (cf. section 4.1).

4.6.1. Thresholds (RQ1). In order to answer RQ1, the study executed the ontology-based clustering
algorithm by using all the different similarity thresholds between 0 and 1, which were discretized
every 0.1. This signifies that nine different values were considered, from 0.9 to 0.1. Figure 5 and
Figure 6 shows the average evolution of the measure values taken from each system throughout all
of the different thresholds. Figure 5 first shows the evolution of the number of clustered business
tasks for all the systems. This chart shows the clustering ratio for all the similarity thresholds. This
ratio increases at the same time as the similarity threshold decreases. However, the number of
clustered tasks surprisingly decreases at around 0.3.

Table III. Measures collected for each system under study.

Case Threshold # Clusters Size Density Connectivity Separability Time (ms)

S1 0.9 0.889 72.000 0.137 5.044 3.778 462
S1 0.8 1.000 71.889 0.137 5.054 3.778 448
S1 0.7 1.444 71.333 0.142 6.174 3.778 470
S1 0.6 1.889 70.556 0.142 6.250 3.778 437
S1 0.5 2.667 69.667 0.143 6.354 3.667 427
S1 0.4 3.778 67.667 0.143 6.619 3.667 423
S1 0.3 5.222 62.889 0.144 7.670 3.556 423
S1 0.2 5.111 57.778 0.163 10.636 3.444 518
S1 0.1 2.750 67.972 0.144 6.725 3.681 451
S2 0.9 0.318 9.545 0.067 4.400 2.364 24
S2 0.8 0.318 9.545 0.067 4.400 2.364 23
S2 0.7 0.364 9.500 0.067 4.409 2.364 24
S2 0.6 0.409 9.409 0.067 4.427 2.364 23
S2 0.5 0.545 9.273 0.068 4.443 2.364 27
S2 0.4 0.864 8.818 0.069 4.720 2.364 24
S2 0.3 1.091 8.364 0.069 4.821 2.364 23
S2 0.2 0.909 7.818 0.071 5.135 2.364 25
S2 0.1 0.636 7.227 0.074 6.659 2.364 24
S3 0.9 0.538 33.923 0.133 5.450 2.462 187
S3 0.8 0.692 33.692 0.134 5.710 2.462 185
S3 0.7 0.846 33.538 0.134 5.719 2.462 196
S3 0.6 1.692 32.462 0.134 5.804 2.462 208
S3 0.5 2.077 31.692 0.134 5.877 2.462 208
S3 0.4 2.538 30.385 0.134 6.034 2.462 189
S3 0.3 2.692 29.615 0.134 6.179 2.462 186
S3 0.2 2.462 27.846 0.134 6.726 2.462 187
S3 0.1 2.000 26.538 0.138 8.069 2.462 195
S4 0.9 0.875 35.375 0.181 3.787 2.875 59
S4 0.8 1.000 35.250 0.181 3.827 2.875 61
S4 0.7 1.000 35.250 0.181 3.827 2.875 59
S4 0.6 1.000 35.250 0.181 3.827 2.875 62
S4 0.5 1.000 35.250 0.181 3.827 2.875 69
S4 0.4 1.000 35.250 0.181 3.827 2.875 58
S4 0.3 1.000 35.250 0.181 3.827 2.875 61
S4 0.2 1.125 34.625 0.183 4.014 2.875 54
S4 0.1 1.875 33.625 0.185 4.184 2.875 57
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Figure 6 provides the trend that each measure follows. Size and separability decrease with lower
thresholds, whereas density and connectivity increase. Suffice it to say that there are significant
differences between the four systems, in addition to the existence of peaks in certain similarity
thresholds for some systems.

Because some measures increase while others decrease, obtaining the best threshold becomes an
optimization problem, which can be solved with a minimax approximation [39]. Table V presents
the means of the measures obtained in all the systems under study. These values are also normalized
between 0 and 1. The last column of Table V provides the minimax value obtained by combining all
the values (i.e., number of clustered tasks, size, density, connectivity, and separability). This
function considers the same weight (0.2) for the five measure values. Table V shows that similarity
thresholds of around 0.4 and 0.2 lead to the ontology-based clustering algorithm’s best performance.

Figure 5. Number of clustered tasks achieved for each system with different similarity threshold.

Figure 6. Size, density, connectivity and separability values for different similarity thresholds.
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These results can also be graphically contrasted in Figure 7. This figure provides a chart in which all
the curves (according to the normalized mean values) are overlapped, showing the cutoff points at
which some measures are maximum while others are minimum.

4.6.2. Effectiveness (RQ2). Once the range of the best similarity thresholds had been obtained, RQ2
was assessed by means of a comparison between the measure values taken before and after the
application of the clustering algorithm. This comparison was made by taking into account the
measure values obtained with a similarity threshold of 0.3. Table VI shows the means of size,
density, connectivity, and separability obtained for each system under study. The last row
additionally provides the average measure values for all the systems. Table VI also provides the
gain (positive or negative) obtained for each cell. The gain obtained for each measure and system
can be graphically observed in Figure 8. Black bars signify that the measure has decreased, whereas
white bars signify that the measure is higher with regard to the original business process models
before the clustering technique was applied.

Table IV. Normalized mean values for all the systems under study.

Threshold # Clusters Size Density Connectivity Separability Time (ms)

0.9 �1.290 �0.888 �0.962 �1.055 �0.816 0.010
0.8 �1.152 �0.864 �0.858 �0.935 �0.816 �0.538
0.7 �0.901 �0.807 �0.545 �0.529 �0.816 �0.184
0.6 �0.502 �0.646 �0.509 �0.466 �0.816 �0.463
0.5 0.001 �0.465 �0.466 �0.400 0.093 2.610
0.4 0.813 0.040 �0.110 �0.107 0.093 �0.505
0.3 1.280 0.557 0.122 0.274 1.049 �0.563
0.2 1.113 1.267 1.636 1.394 2.053 �0.110
0.1 0.638 1.806 1.692 1.824 �0.023 �0.257

Table V. Normalized mean values for all the systems under study.

Threshold # Clustered tasks Size Density Connectivity Separability Minimax value

0.9 0.00 0.00 0.00 0.00 0.00 0.00
0.8 0.05 0.01 0.04 0.04 0.00 0.03
0.7 0.15 0.03 0.16 0.18 0.00 0.10
0.6 0.31 0.09 0.17 0.20 0.00 0.15
0.5 0.50 0.16 0.19 0.23 0.32 0.28
0.4 0.82 0.34 0.32 0.33 0.32 0.43
0.3 1.00 0.54 0.41 0.46 0.65 0.61
0.2 0.93 0.80 0.98 0.85 1.00 0.91
0.1 0.75 1.00 1.00 1.00 0.28 0.81

Figure 7. Normalized mean values for all the measures as regards different similarity thresholds.
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The gain values show that both size and separability have been reduced in accordance with the
expected behavior (cf. Section 4.2). The reduction is 16% for size and 30% for separability. The
highest gain was obtained in system S2 for these two measures, whereas the lowest gain was
obtained in system S1. Density is an average of 16% higher after applying the clustering algorithm.
However, density, which should also have been minimized, is increased in three of the four systems
under study (Figure 8). This collateral effect might have occurred as a result of the fact that the
theoretical number of arcs has been reduced, owing to a lower number of business tasks after
clustering, whereas the actual number of arcs has been preserved. Finally, with regard to
connectivity, the results obtained are in accordance with the expected result because the gain was
positive in three of the four systems, and connectivity was in fact the measure that was most
improved, with an average gain of 38% (Table VI).

In spite of the fact that density was not improved, RQ2 can be positively answered, because size,
connectivity, and separability were improved after applying the algorithm with a similarity threshold
of 0.3. This signifies that it would be feasible to use the ontology-based clustering algorithm to
obtain better business process models.

4.6.3. Scalability (RQ3). The scalability of the clustering algorithms was tested by using a regression
model. A linear regression model considers the clustering time as a dependent variable, and the size of
the business process models is seen as the independent variable. Figure 9 provides the scatter chart for
the size/time of the clustering algorithm applied to the 43 business process models obtained from the
four systems.

Table VI. Gain obtained for each effectiveness measure with a threshold of 0.3.

System Size Density Connectivity Separability

Reference 72.89 0.11 4.07 4.00
S1 62.89(�14%) 0.14 (+26%) 7.67 (+88%) 3.56(�11%)
S2 8.36 (�89%) 0.07 (�39%) 4.82 (+18%) 2.36 (�41%)
S3 29.62(�18%) 0.13 (+18%) 6.18 (+52%) 2.46 (�38%)
S4 35.25(�59%) 0.18 (+59%) 3.83(�6%) 2.88 (�28%)
Overall 34.03(�16%) 0.13 (+16%) 5.62 (+38%) 2.81 (�30%)

Figure 8. Size, density, connectivity and separability gain obtained with a threshold of 0.3.
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Figure 9 also shows the regression line (y = 7 · 106 · x - 6 · 107), which has a positive linear
relationship with R2= 0.93. The correlation coefficient R2 (between �1 and 1) is the degree to which
the real values of the dependent variable are close to the predicted values. The R2 value obtained is
high, and is very close to 1, and the proposed linear regression model is thus suitable for explaining
the data obtained in this study, that is, there is no quadratic or exponential relationship between the
clustering time and the size. The increase in time for larger business process models will
consequently be linear, and this time may be assumable.

RQ3 can consequently be answered positively, thus signifying that the proposed ontology-based
clustering algorithm is efficient and could be applied to larger and more complex systems with a
controllable effort as regards to the size of business process models.

4.7. Threats to validity

This section shows the threats to the validity of the multi-case study, which are categorized into
internal, construct and external validity. With regard to the internal validity, a sample of 43 business
process models was retrieved from four different information systems, and it was thus possible to
obtain statistically representative results. Nevertheless, the study could be replicated by using more
information systems in order to attain a larger sample of business processes. There are also two
decisive threats to the internal validity. The first of these is related to the way in which the business
process models were obtained. MARBLE, the supporting tool used to obtain the business process
models, might have affected the initial sample of the business process models. The second is that if
the study were to be replicated with the same information systems but with different business
experts, different formal ontologies might be defined, and the results of the clustering algorithm
might be biased. This is owing to the fact that each expert would probably provide her/his
subjective viewpoint during the definition of the formal ontology. The aforementioned threats could
be mitigated by replicating the study using different configurations.

With regard to the construct validity, the measures selected were an appropriate means to answer the
research questions. Firstly, size, density, connectivity, and separability are measures from the business
process management field that are used to assess the understandability and modifiability of business
process models. These measures are therefore suitable for quantifying whether the clustering
technique is effective. Regarding the assessment of thresholds, the focus on the clustering ratio (i.e.,
the number of clustered business tasks) might result simplistic. For example, higher ratios are not
necessarily better because the clustering might result in a wrong business process model from the
semantic point of view. The possible loss of semantics as well as the understandability level should
be assessed in future replications based on experts’ opinions because of the subjective nature of
these quality features. Regrettably, although semantic preservation in business process models could
be checked based on the business experts’ opinion, the implementation is difficult due to the time
constraints of experts who ideally should be involved in the experimentation.

Figure 9. Linear regression model for the ontology-based clustering algorithm.
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Another important threat to the construct validity is the 0.40 clustering threshold used by the
ontology-based similarity function. These thresholds were arbitrarily chosen based on the previous
experience in industrial projects of reverse engineering and refactoring of business process models.
However, different thresholds may lead to different results. As a consequence, the assessment of the
optimal thresholds should be carried out through different empirical studies by using specific-
purpose techniques like the Vender method or ROC-curves like similar approaches did [40, 41].
However, the study and determination of these optimal thresholds is a huge endeavor that in this
case is outside of the scope of this paper.

On the other hand, although the clustering time computed was appropriate as regards discovering
the scalability of the technique, the time taken to build the formal ontology has not been taken into
account. Fortunately, clustering requires manual work before the algorithm only the first time that a
formal ontology is defined for a particular domain. Ontologies for the same (or even similar)
domains can be reused or at least modified with less effort than that needed to build the ontology
from scratch. What is more, a vast amount of available open ontologies can be directly downloaded
and easily adapted. Another important factor is the different levels of expertise of the practitioners
who define the formal ontologies, which could affect the time. The time spent on this manual
activity was therefore discarded from the scalability analysis. A more in depth study of this aspect
may take place in future replications.

Finally, external validity evaluates whether the results are true and not biased for the whole population
to which we wish to generalize them. This study considers the whole population to be business process
models retrieved from legacy information systems using reverse engineering. The results obtained can be
strictly generalized to this population with the particularity that all the information systems under study
are based on the Java platform. This restriction is related to MARBLE, the tool used to retrieve business
processes. The specific platform of the cases chosen is a threat, which could be mitigated by replicating
the study using LIS implemented on different platforms.

5. CONCLUSIONS

Business processes are a valuable intangible asset for companies, allowing companies to manage their
daily operations and maintain their competitiveness. From a software engineering viewpoint, business
process is also the starting point for obtaining the requirements of new development projects or
modernization projects. Regrettably, business processes are sometimes unavailable or outdated,
because of uncontrolled maintenance. Thus, reverse engineering of business process enables
business process to be discovered and retrieved from existing information systems, which embed
many business rules that are not available anywhere else. Those techniques obtain well-designed
business processes, but these are often retrieved with quality faults. Clustering of business activities
of such business process models are recurrently applied to reduce these quality faults and improve
the understandability and modifiability. This paper has proposed an agglomerative, hierarchical
clustering algorithm that relays on ontologies to group business activities according to their semantic
similarity.

This approach takes advantage of formal ontologies, which help to depict semantics in specific
domains. Despite this, the practical usage and computation of domain ontologies in some concept
modeling techniques and methods is unclear and is not well defined. For example, the matching of
an actual element of the universe of discourse as regards elements previously depicted in a given
formal ontology is an important challenge. When the element is not found in the formal ontology,
the way in which the most similar element is chosen is a recurrent problem. Semantic similarity
states how taxonomically near two terms are, because they share some aspects of their meaning. The
assessment of ontology-based similarity is a key task within clustering algorithms.

This paper shows how to compute and use the ontology-based similarity within a clustering
algorithm to improve the quality of business process models, which depict an organization’s
operative workflow. The objective of the proposed technique is to restructure and reduce fine-
grained elements of business process models that had previously been obtained from information
systems by using reverse engineering. The principal contribution of this paper is the usage of an
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ontology-based similarity function and the way in which it is computed through the use of the formal
ontology tree.

This paper has presented an industrial multi-case study that involves four legacy information
systems from which 43 business process models were retrieved. The study assessed how the
clustering technique works with different similarity thresholds; the effectiveness obtained after
clustering, and the scalability of the proposed technique. The application of the aforementioned
technique in four industrial case studies has provided a better understanding of how to restructure
the business process models that have been obtained from large and complex information systems
using reverse engineering, by means of ontology-based clustering.

Contrary to the results expected, the data obtained in the case study showed that the range of
similarity thresholds that provides a better performance is between 0.2 and 0.4. All the measures
considered in this range, with the exception of density (i.e., size, connectivity, and separability),
were greatly improved after the clustering algorithm had been applied. The proposed techniques
have additionally proved to be linearly scalable to larger business process models.

Our future research lines will address alternative similarity functions with which to refine the
computation of the similarity between business tasks using the ontology tree. The ontology-based
clustering algorithm, which is a part of business process archeology, will also be applied in other scenarios.
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